Detection and Classification of Acoustic Scenes and Events 2023

Challenge

SOUND EVENT DETECTION USING CONVOLUTION ATTENTION MODULE
FOR DCASE 2023 CHALLENGE TASK4A

Technical Report

Sumi Lee', Narin Kim', Juhyun Lee', Chaewon Hwang', Sojung Jang", 1l-Youp Kwak"

! Chung-Ang University, Department of Applied Statistics,
Seoul, South Korea, {dItnal821, nrgolden, juhyun0917, ladyikol, thwjd990519, ikwak2} @cau.ac.kr

ABSTRACT

In this technical report, we propose two sound event detection mod-
els based on CRNN for DCASE 2023 challenge task4A. DCASE
task4 evaluates the model with two main metrics. The two met-
rics are PSDS1 and PSDS2, which have different characteristics,
making it difficult to dramatically raise two metrics with a single
model. Therefore, we have developed two models with different
directions. The first model is the Flcam-CRNN, which aims to in-
crease PSDS1. Flcam is an attention module that reflects the fea-
tures of 2D audio data in the time-frequency domain. The second
model is Mha-CRNN, which is aimed at PSDS2. SED data contains
several sounds recorded simultaneously in one space. Therefore,
multi-head attention was used to extract features from audio data
examining through various perspectives.

Index Terms— CRNN, Attention, Convolution module, Multi-
head attention

1. INTRODUCTION

The objective of DCASE task4A is to detect sound events in each
audio clip and predict the onset and offset (localization) of the event.
In this technical report, we propose a sound event detection model
using CRNN for the DCASE 2023 challenge task4A. The task eval-
uates the model with two main metrics, PSDS1 and PSDS2. As
these two metrics have distinct characteristics, it is not easy to im-
prove both metrics using a single model. Therefore, we developed
two models that target PSDS1 and PSDS2 respectively.

The first model is Flcam-CRNN. Since we need to predict the
onset and offset of an event, our goal is to use an attention mod-
ule to learn the important timestamp of the event. If it were image
data, we could use attention modules such as BAM and CBAM to
focus on the important parts of an image. However, unlike images,
which are shift-invariant along width (horizontal) and height (verti-
cal) axes, audio is not shift-invariant along the frequency (vertical)
axis. FDY-CRNN [1] corroborates that applying the same attention
module to audio data does not enhance performance. Inspired by
the idea, we developed Flcam, an audio-specific attention module.
This model improves the performance of PSDS1 and entails fairly
low computational costs due to its simple structure.

The second model is Mha-CRNN. Sound Event Detection
(SED) data includes multiple sounds occurring simultaneously in a
space or sounds with different frequencies at the same time. Consid-
ering this aspect, we supposed that it would be important to extract
multiple features of audio data. Therefore, we propose a CRNN
model using a multi-head attention module in order to extract fea-

tures from different perspectives. This model is appropriate for in-
creasing the PSDS2 metric.

2. METHOD

2.1. Flcam-CRNN

Flcam is a convolutional attention module that reflects the charac-
teristics of 2D audio features in the time-frequency domain. As
frequency is shift-variant in audio data, we have considered assign-
ing feature-adaptive attention weight. We converted the wav file
into 2D audio features and applied the Conv2D, batch normaliza-
tion, and context gating layers before applying the Flcam atten-
tion module. The best performance was obtained when the block
with the attention module was repeated 6 times. We thus stacked 6
blocks in total. Furthermore, the performance gets better when we
increase the channel dimension. Therefore, we doubled the channel
of the CRNN to improve the representation and further improved
the performance of the sound event detection system. After the in-
put passes through all the blocks, it goes through bi-GRU (bidirec-
tional GRU) and then a classifier that outputs a strong label for time
and a weak label for class.
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Figure 1: Flcam-CRNN

2.2. Mha-CRNN

As mentioned earlier, SED data consists of several sounds with dif-
ferent frequencies that occur simultaneously. We thought that there
would be a limit to capturing all the characteristics of SED data
with only one attention head. Mha-CRNN takes it into account
and adopts multiple attention heads. They are intended to capture
various frequencies that are generated at the same time. After go-
ing through conv2D for 2D audio features, a multi-head attention
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module was applied. Like Flcam-CRNN, Mha-CRNN doubled the
channels of CRNN to improve the representation ability.

Figure 2: Mha-CRNN

3. EXPERIMENTS

3.1. Data

The audio dataset is primarily based on the DESED dataset, which
is a dataset designed to recognize sound event classes in domestic
environments. DESED is composed of 10 event classes to recognize
in 10 second audio files recorded in domestic environments. The
training set consists of (1) synthetic strongly labeled data (10000),
(2) unlabeled in domain data (14412)and (3) weakly labeled (1578).
The subset of weak data was used for training and remainder is used
for validation. Strong real data is external data, and there are two
systems which include it to train the network and other except for
it. The validation set is (1) synthetic strongly labeled (1168), and
the performance of the model was evaluated by strongly labeled.

e Train set
1. Synthetic strongly labeled data (10000)
2. Unlabeled in domain data (14412)
3. Weakly labeled (1578)
e Validation set
1. Strongly labeled (1168)
o Test set
1. Strongly labeled (1168)

3.2. Feature extraction

The audio feature was extracted from the wav-type audio and con-
verted into a logmel spectrogram after short time Fourier transform
(stft) with 2048 window length and 256 hop length. Therefore, the
final input is a log-mel spectrogram sampled at 128 dimensions of
the mel bin size and a sample rate of 16000. The audio length was
set to 10 seconds by padding or cutting.

3.3. Augmentation

Data augmentation techniques transform the data so that the model
can perform well although encountering unseen data. In other
words, it is a way to increase the generalization power of a model.
Data augmentation techniques used in image data include flipping,
rotating, cropping, and color jittering [2]. For audio data, it is bet-
ter to use different methods depending on the characteristics of the
audio data. The methods we used are mixup, time mask, and filter
augmentation.
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First technique we adopted is mixup [3]. Mixup, a data-
agnostic data augmentation, extends the training distribution under
the assumption that linear interpolations of feature vectors should
lead to linear interpolations of the associated targets. This simple
method improves generalization of the model. We used soft mixup.
In soft mixup, the labels are represented as probability distributions
over the possible classes, rather than binary vectors. This allows
for a more continuous interpolation between examples and their la-
bels, which can improve the generalization performance of the neu-
ral network. The formula for the mixup is following:

X = AXi+ (1 - \)Xj. (1

Y = A\Yi+ (1 - A\)Yj. )
Lambda is a parameter that determines the proportion of data to
which the mixup is applied, and was randomly drawn from the beta
distribution for each epoch. We chose the hyperparameter of beta
distribution, which are alpha and beta both to be 0.2 as they are
the most commonly used values when applying mixups in the SED
field.

In addition, we used time masking suggested in SpecAugment
[4]. This technique masks a portion of the audio feature of log mel
spectrogram along the time axis. We randomized the values for
where the time mask was applied to give a uniform width of mask-
ing.

Lastly, filter augmentation [5], the technique inspired by fre-
quency masking, augments audio data along the frequency axis.
Unlike frequency masking, it doesn’t completely zero out a specific
region of the frequency, but instead creates bands of frequencies
and gives them different weights. It processes data to better learn
the patterns in 2D audio features by making important information
more salient and unnecessary frequencies weaker. To make Mean-
Teacher model [6] more robust, this augmentation was applied dif-
ferently to the student and teacher model to introduce noise into the
two models. Filter augmentation was applied once for the input of
student model and twice for the input of teacher model.

3.4. Mean Teacher

Since this task has data without timestamps and class labels, we
need to use semi-supervised learning scheme to utilize all the data.
Our team adopted the Mean Teacher Method [7] as in the given
baseline model and applied different augmentations to the student
and teacher model.

3.5. Training

The hardware used for training was 1 Quadro RTX 8000. We used
Adam optimizer. All models were experimented with up to 200
epochs and early stopping was applied based on the event-based F1
score.

4. RESULTS

We submitted two SED systems to this competition. According to
Table 1, Flcam-CRNN has an average psds1 performance of 0.437,
which is 0.08 higher than that of the baseline. psds2 also has an
average of 0.651 and is improved by 0.09 over the baseline. In case
of Mha-CRNN, psdsl is 0.069, which is lower than the baseline.
However, psds2 is about 0.730, which is 0.17 higher than that of
baseline, showing quite dramatic increment.
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Table 1: Final results of experiments//Energy consumption during
the training

PSDS1 PSDS2

Flcam-CRNN 0.437 +/- 0.001 0.651 +/- 0.003

Mha-CRNN 0.069 +/- 0.001 0.730 +/- 0.003

(1]

(2]

(3]

(4]

(5]

(6]

(71
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